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Problem in a Nutshell

False positive 
(desired)

True negative

➢ In Science: How common are true positive effects and ‚mirage‘-like 
false positives?

From: Tintin - The crab
with the golden claws
(1941)
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Quality Criteria

Truth

Effect No Effect

Estimator

Sign. True Positive (TP) False Positive (FP)
False Discovery Rate 
(FDR) = FP / (TP + FP)

False Negative (FN) True Negative (TN)N. sign.

Statistical Power 
(pow) = 
TP / (TP + FN)

False Positive Rate 
(FPR) = 
FP / (FP + TN)

▪ High FDR as direct consequence of publication bias (inflated FPR) and low 
statistical power
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statistical power

Relevance

p-hacking / 
publication bias

false discovery rateFalse discovery rate
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Relevance
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Data – Or Why Psychology

Data

Challenges of past research

▪ Manual coding of articles immense time consuming… (stat. power )

▪ … or focus on (selective) abstracts (selection bias)

Needs

▪ Accessible & relevant test-values…

▪ … that allow for automatic extractions…

▪ … over a substantial period of time
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Data – Or Why Psychology

APA reporting-guideline (1974-)

▪ All relevant results have to be 
mentioned along with the test 
statistic

▪ In-text reporting very common and 
standardized (e.g. F(1, 4) = 3.25)

▪ p < 0.05 as first significance 
threshold

➢ Automatic export of test-values via 
web-scraping (PsycArticles) and 
text-mining in Python

➢ In total 648.578 test-values from 
39.218 articles (1975-2017)

Example:



8/20

Measures



9/20

Publication Bias/ p-hacking

General definition: 

▪ „a tendency toward preparation, submission and publication of research 
findings based on the nature and direction of the research results“ (Dickersin

2005: 13)

▪ Either sign (direction) or significance (nature) can be the target

▪ Publication Bias: Repeated data collection in case of non-significant results 
(Rosenthal 1979)

▪ p-hacking: Achieve significant results via changes in the modelling strategy 
(Simonsohn et al. 2014)

➢ Both increase false positives substantially!
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Publication Bias/ p-hacking | False Positive Rate (FPR)
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Statistical power (1-β): How many true effects are actually detected?

𝑝𝑜𝑤 = Φ Φ−1 0.025 −
𝜇

𝜎𝑖
+ 1 − Φ Φ−1 0.975 −

𝜇

𝜎𝑖

▪ σ: Precision of study (example: 1)

➢ µ unknown but can be 
approximated by the mean effect ොµ
(cp. Ioannidis et al. 2017)

➢ Meta-analyses by subdisciplines
(PIC-codes in Psychology)

Statistical Power

µ: tue  effect (1,5)

α α

1-β, stat. power 
32.3%

1-β z-value
D

e
n

si
ty
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False Discovery Rate

False discovery rate (FDR): How many significant results are actually false?

▪ Dependent on the statistical power (pow) and the false-positive rate (FPR)

▪ Additionally an a priori probability (𝜃), that the research hypothesis is true 
has to be specified

➢ 50% assumed (but also computed for 10% & 20%) – theoretically sound 
(Diekmann 2011)

𝐹𝐷𝑅 =
1 − 𝜃 𝐹𝑃𝑅

𝜃𝑝𝑜𝑤 + 1 − 𝜃 𝐹𝑃𝑅
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Results
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Aggregate Results
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Statistical Power & Publication Bias/ p-hacking by Year

Replication rate:

only sig. effects: 45.6%
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FDR by Year
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Disclaimer

▪ Psychology is examined only because of its strict reporting guidelines that 
allow for such large scale analyses

▪ There are no indications that other disciplines are better off! 

But what about sociology?
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First results preliminary…
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Synthesis

Summary

▪ Publication Bias/ p-hacking is substantial

▪ Statistical power is way too low

➢ As a consequence, around 32% (Psy)/ 38.5% (Soc) of all statistically significant 
results are likely to be false

Publication bias/ p-hacking as influential factor: 

➢ Preregistration of the research design along with a complete model 
specification (lower publication bias) (Miguel et al. 2014)
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